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efficiently (= fast and at low memory) for multiple frequencies.
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Interplay of...
- measurements,
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- computer simulations

$\omega_k \cdot \omega_k = \text{oil} = \$\Rightarrow \text{matrix computations}$

Density distribution

Simulations $\omega_1 \ldots \omega_N$
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**Matrix equation**

\[KX + iCX\Omega - MX\Omega^2 = B\]

- Solve for \(X = [x_1, \ldots, x_N]\)
- **all-at-once**
- Requires **preconditioning**
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Preconditioning

Let \( A := K + i\omega C - \omega^2 M \)

Solve large-scale linear system,

\[ Ax = b, \quad \text{with} \quad A \in \mathbb{C}^{N \times N}, \quad N \gg 1 \]  

with an iterative method, i.e. compute \( x_i \) with \( x_i \to x \) as \( i \to \infty \).

Instead of \((*)\), solve the system

\[ P^{-1}Ax = P^{-1}b, \]

where \( P \) is a preconditioner.
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However, it’s often not that simple!
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However, it’s often not that simple!

\[
\left( \begin{bmatrix} iC & K \\ I & 0 \end{bmatrix} - \omega_k \begin{bmatrix} M & 0 \\ 0 & I \end{bmatrix} \right) \begin{bmatrix} \omega_k x_k \\ x_k \end{bmatrix} = \begin{bmatrix} b \\ 0 \end{bmatrix}
\]

\[\tau^* = ?\]

Main challenges:

- multiple linear systems
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- wide frequency range
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Spectral analysis

**Thm.:** Optimal seed shift for multi-shift GMRES [B/vG, 2016]

(i) For $\lambda \in \Lambda[AB^{-1}]$ it holds $\Im(\lambda) \geq 0$.

(ii) The preconditioned spectra are enclosed by circles of radii $R_k$ and center points $c_k$.

(iii) The points $\{c_k\}_{k=1}^N \subset \mathbb{C}$ described in statement (ii) lie on a circle with center $c$ and radius $R$.

(iv) Consider the preconditioner $\mathcal{P}(\tau^*) = A - \tau^*B$. An optimal seed frequency $\tau^*$ for preconditioned multi-shift GMRES is given by,

$$\tau^*(\epsilon, \omega_1, \omega_N) = \min_{\tau \in \mathbb{C}} \max_{k=1,\ldots,N} \left( \frac{R_k(\tau)}{|c_k|} \right) = \ldots =$$

$$= \frac{2\omega_1\omega_N}{\omega_1 + \omega_N} - i \frac{\sqrt{[\epsilon^2(\omega_1 + \omega_N)^2 + (\omega_N - \omega_1)^2]}}{\omega_1 + \omega_N} \omega_1\omega_N$$
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**Proof:** Not now.
Spectral analysis

**Proof:** There is an App for that.
Convergence behavior and spectral bounds

For any $\tau$...
Convergence behavior and spectral bounds

For the optimal $\tau^*$...
Lot’s of details...
What happens today?

15:00 – 16:00  Formal PhD defense
16:15 – 17:30  Reception (in this building)
21:00 –  ??    More reception (borrel) at Prinsenkwartier
Thank you all for coming!